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Supplementary Material 8. Cross-validated performance of the machine learning algorithms according to the area under the curve (AUC) in sensitivity analyses 2 and 3. CV, cross-validation; CI, confidence interval.

1

image1.png
Method

Random Forest-
SVMradial-

Ridge regression -
Elastic net-

Logistic regression -
LASSO regression-
SV polynomial -
Neural networks -

K-nearest neighbor -

0800

L]

0825 0ss0 0875
10-fold CV mean AUC

0900

Model
Random Forest
SVM radial
Ridge regression
Elastic net
Logistic regression
LASSO regression
SVM polynormial
Neural networks
K-nearest neighbor

AUC (95% CI)

0.892 (0.879,0.905)
0.891(0.881,0.901)
0.836 (0.873,0.899)
0.836 (0.873,0.899)
0.885(0.871,0.899)
0.884(0.870,0.898 )
0.883 (0.871,0.895)
0.831(0.870,0.892)
0.825(0.811,0.839)




